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Abstract:

In the folklore it is generally accepted that all the Latin American stock markets suffered as a result of the crisis of the Mexican economy during 1994-5. The media coined a name for it: the "tequila effect".

This well accepted "folk theory" implicitly assumes the stock markets in the world are in fact integrated and the risk transmission mechanism is well understood. This presumption is incorrect. In our investigation, we examine the transmission mechanism in a well-defined statistical sense (Granger Causality). Second, develop methods for measuring the transmission mechanism.

We examine the relationship among stock markets using daily data of Latin American (Argentina, Brazil, Colombia, Chile, Mexico and Venezuela) stock market indexes between 1994 and 1998. This period contains several large upheavals in the market indexes for many of the Latin American countries (including the biggest one in Mexico). Our results of Granger causality uncover many relationships very clearly. For example, we find the Chilean stock market index is influenced by Argentina, Brazil, Canada, US and Mexico when we look at bivariate relations. For the rate of return series, however, we find US and Argentina are the only countries exerting influence.
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Introduction

There is a general belief that stock markets in the world are closely related. Consider the recent economic crisis in Brazil or in Russia. Newspapers were full of reports stating that they were the causes of stock market falls all over the world. In 1997-98, we heard the same about how Asian stock market performance (and economic performance) is putting a damper on the world stock markets. In the folklore it is accepted that all the Latin American stock markets suffered as a result of the crisis of the Mexican economy during 1994-5. The media coined a name for it: the "tequila effect".

This implicitly well accepted folk theory presumes that the world stock markets are in fact well integrated and the risk transmission mechanisms are well understood. If that were so, there would hardly be any point in international diversification of portfolios. Moreover, there would be no reason why Wall Street would be setting record after record when Tokyo stock market is languishing. This phenomenon is not new. In 1987, when most of the world stock markets collapsed, Tokyo market shrugged it off and went on to set new highs. Two years later, Tokyo stock market crashed and it does not look like it will recover in this century. Meanwhile, other markets have taken different trajectories.

Thus, generally, there is no obvious relationship between any pair of stock markets. There have been a number of studies examining the relationship between stock markets in develop countries. However, studies examining relationship between the stock markets of developed and developing countries are sparse. Our contribution here is to explicitly study the relationship between the stock markets of the Latin American countries and that of the developed countries.
Studies of stock market relationship studies fall in the following broad categories:

(1) studies that look at daily data, (2) studies that look at monthly data; (3) studies that explore relationship between the stock market indices, (4) studies that explore relationship between rates of returns; (5) studies that take stock market indices themselves, (6) studies that convert the indices into a single currency by multiplying the indices by the contemporary exchange rate.

Review of Literature

A number of researchers have studied the transmission mechanism of relations between stock markets. The study that stimulated a lot of interest was that of Malliaris and Urrutia (1992). Their study was to explore what happened around the 1987 stock market crash. They studied pairs of countries to examine how daily rates of return between the US, UK; Japan, Australia, Singapore and Hong Kong markets were related during one year around the 1987 crash through Granger causality tests. They found bidirectional causality between (1) US and UK, (2) US and Hong Kong, (3) UK and Singapore, (4) UK and Japan, (5) UK and Australia and (6) Japan and Australia. On the other hand, there were many unidirectional relationships: (1) from the US to Japan, (2) from UK to Hong Kong, (3) from Hong Kong to Singapore, (4) from Japan to Singapore, (5) from Australia to Singapore, and (6) from Hong Kong to Japan. Note that this study was focussed exclusively on what happens around the time of a global stock market crash. This study did not explore block causality.
Recent papers have focused on other aspects of the crash such as the volatility of the markets during the crash of 1987. For example, Najand (1996) uses a state-space approach over a longer horizon (1984-89) to study the 1987 crash.

Studies of European countries also reveal some causal relationship between the stock markets there. Specifically, UK has a bidirectional relation with France, France has a bidirectional relation with Germany but UK is only affecting Italy but not vice-versa (Koutmos (1996)).

Explicit cointegration of markets between US, UK, Germany and Japan was studies by Ben-Zion et al. (1996). This was the first study to examine separately the level of the markets and the rates of return separately. In this paper, they also study bond markets of these countries. The researchers come to the conclusion that the only market that is truly cointegrated with the US market is Germany. Chan et al. (1997) was the first study to look at groups of countries such as the European Union, Scandinavian group and Indian subcontinent group. This was the first study to explicitly include some developing countries in their examination. The main problem with their data is that it is monthly.

Atteberry and Swanson (1997) were the first to include Mexico in their study. They find bidirectional causality between Mexico and the US as far back as 1985. Our study goes much further. It includes not just Mexico but all the countries in the Latin American region with stock markets. Our study is therefore the first to look at Argentina, Brazil, Colombia, Chile, Mexico and Venezuela together with the more developed countries. In addition, we study not just bivariate Granger-causality but also block Granger-causality.
The rest of the paper is organized as follows. Next section describes the data and we make some preliminary observations about the characteristics of the data for the 13 countries in our sample. We then discuss the concept of Granger causality along with block Granger causality in a rigorous statistical framework. In the following section, we apply the methodology to our dataset. We discuss the results. Finally, we draw some conclusions.

Data and Methodology

The data we have come from the Bloomberg daily datasets available online. To preserve the flavor of the study from the point of view of a US investor, we convert every series in US dollars. The data run from the beginning of January 1994 through the end of May of 1998. To illustrate, we have included the stock market index over the relevant range for Mexico. Note the large drop (in US dollar terms) of the Mexican market during the end of 1994. We include the following Latin American countries for which the data are available for the range of time-period of study: Argentina, Brazil, Colombia, Chile, Mexico and Venezuela. In addition, we include the following developed countries: US, Canada, UK, France, Germany, Italy and Japan. The idea is to use a group proxy for North America (excluding Mexico), a group proxy for Europe and a proxy for Asia.
We use two types of unit root tests. The first is the Phillips-Perron (1988) test. The test is well suited for analyzing time series whose differences may follow mixed ARMA \((p,q)\) processes of unknown order in that the test statistic incorporates a nonparametric allowance for serial correlation. Consider the following equation:

\[
y_t = c_0 + c_1 y_{t-1} + c_2 (t - T/2) + \nu_t
\]

where \(\{y_t\}\) is the relevant time series in equation (1), \(T\) is the number of observations and \(\nu_t\) is the error term. The null hypothesis of a unit root is 

\[H_0: c_1 = 1.\]

We can drop the trend term to test the stationarity of a variable without the trend.

The second test is an augmented Dickey-Fuller (ADF) test which is an extension of the Dickey-Fuller test (see Dickey and Fuller (1979) and (1981)). The ADF test entails estimating the following regression equation (with an autoregressive process):

\[
\Delta y_t = c_1 + \omega y_{t-1} + c_2 t + \sum_{i=1}^{p} d_i \Delta y_{t-i} + \nu_t
\]

In (2), \(\{y_t\}\) is the relevant time series, \(\Delta\) is a first-difference operator, \(t\) is a linear trend and \(\nu_t\) is the error term. The above equation can also be estimated without including a
trend term (by deleting the term $c_2 t$ in the above equation). The null hypothesis of the existence of a unit root is $H_0: \omega = 0$.

Unit root test results: Almost all the countries show that there is a unit root for each time series of prices (see Table 1). However, only a few show unit roots in the differenced series (interpreted as the rate of returns series). Therefore, it allows us to investigate the question of cointegration between and among various time series.
The concept of cointegration is proposed by Granger (1981). Engle and Granger (1987) provide an axiomatic foundation of the methodology. Two (or more) I(1) variables are said to be cointegrated if there exists a linear combination of them that is stationary. Engle and Granger show that if the variables are cointegrated, then the OLS method gives super-consistent estimates. We use the Johansen-Juselius (see Johansen (1988) and Johansen and Juselius (1990) for details) tests for cointegration. The method
can be shown to have the error correction representation of the VAR(p) model with Gaussian errors:

\[ \Delta Z_t = a_0 + \Gamma_1 \Delta Z_{t-1} + \Gamma_2 \Delta Z_{t-2} + \ldots + \Gamma_{p-1} \Delta Z_{t-p+1} + \Pi Z_{t-p} + BX_t + u_t \]  \hspace{1cm} (3)

where \( Z_t \) is an \( mx1 \) vector of I(1) variables, \( X_t \) is an \( sx1 \) vector of I(0) variables, \( \Gamma_1, \Gamma_2, \ldots, \Gamma_{p-1}, \Pi \) are \( m \times m \) matrices of unknown parameters, \( B \) is an \( m \times s \) matrix and \( u_t \sim N(0, \Sigma) \).

The maximum likelihood method is used to estimate (3) subject to the hypothesis that \( \Pi \) has a reduced rank, \( r < m \). The hypothesis, therefore, is as follows:

\[ H(r): \Pi = \alpha \beta^\prime \]  \hspace{1cm} (4)

where \( \alpha \) and \( \beta \) are \( m \times r \) matrices. If certain conditions are fulfilled, equation (4) implies that the process \( \Delta Z_t \) is stationary, \( Z_t \) is non-stationary, and that \( \beta Z_t \) is stationary. \( \beta Z_t \) are known as the cointegrating relations and \( \beta \) the cointegrating vector. In our model \( C_t \) plays the role of \( Z_t \) in (12). If we find that the two series are cointegrated, the relevant hypothesis for the vector \( \beta \) to be tested is \( H_0: \beta^\prime = (1, -1) \). Our results, however, have to be interpreted with caution. The unit root tests have low power. The same goes for the Johansen-Juselius cointegration tests.

**EXOGENEITY AND GRANGER CAUSALITY**

The Granger approach to the question whether \( x_t \) causes \( y_t \) is to see how much of the current \( y \) can be explained by past values of \( y \) and then to see whether adding lagged values of \( x \) can improve the explanation. \( y \) is said to be Granger-caused by \( x \) if \( x \) helps in the prediction of \( y \), or equivalently if the coefficients on the lagged \( x \)s are statistically significant. It is important to note that the statement ‘\( x_t \) Granger-causes \( y_t \)’ does not imply that \( y_t \) is the effect or the result of \( x_t \). Granger causality measures precedence and
information content but does not by itself indicate causality in the more common use of the term.

We have made the assumption that $y_t$ is a function of past values of itself and present and past values of $x_t$. More precisely, we assume that $x_t$ is weakly exogenous: the stochastic structure of $x_t$ contains no information that is relevant for the estimation of the parameters of interest, $B$ and $\Omega$. Formally, $x_t$ will be weakly exogenous if, when the joint distribution of $z_t = (y_t, x_t)$, conditional on the past, is factorized as the conditional distribution of $y_t$ given $x_t$, times the marginal distribution of $x_t$; and the next two points must happen: (a) the parameters of these conditional and marginal distributions are not subject to cross-restrictions, and (b) the parameters of interest can be uniquely determined from the parameters of the conditional model alone. Under these conditions $x_t$ may be treated "as if" it were determined outside the conditional model for $y_t$. Because it is a condition on parameters, rather than a restriction on joint probability distributions, it is usual to treat weak exogeneity as a non-directly testable assumption, although there are possible ways in which the assumption can be tested indirectly.

This can be expressed in the next definition:

Let $F(A \mid B)$ the conditional distribution of $A$ given $B$, and let $\Omega_t$ the set of information at time $t$ (including past values of $y_t$ and $x_t$). If $F(y_{t+j} \mid \Omega_t) = F(y_{t+j} \mid \Omega_t - X_t)$, $\forall j \geq 0$, is said that $X$ does not Granger-cause $Y$ with respect of the set of information $\Omega_t$. If this relation doesn’t occur is said that $X$ Granger-causes $Y$.

While the weak exogeneity of $x_t$ allows efficient estimation of $B$ and $\Omega$ without any reference to the stochastic structure of $x_t$, the marginal distribution of $x_t$, while not containing $y_t$, will contain $Y^0_{t-1} = (y_{t-1}, y_{t-2}, \ldots, y_1)$, and the possible presence of lagged
\( y_t \)'s can lead to problems when attempting to predict \( y_t \). In order to be able to treat the \( x_t \) as given when predicting \( y_t \), we need to ensure that no feedback exists from \( Y_{t-1}^0 \) to \( x_t \); the absence of such feedback is equivalent to the statement that \( y_t \) does not Granger-cause \( x_t \). Weak exogeneity supplemented with Granger non-causality is called strong exogeneity.

Unlike weak exogeneity, Granger non-causality is directly testable. To investigate such tests, and to relate Granger non-causality to yet another concept of exogeneity, we need to introduce the dynamic structural equation model and the vector autoregressive process (VAR). The dynamic structural equation model extends the multivariate regression model in two directions: first, by allowing simultaneity between the endogenous variables in \( y_t \) and, second, explicitly considering the process generating the exogenous variables \( x_t \). We thus have

\[
A_0 y_t = \sum_{i=1}^{m} A'_i y_{t-i} + \sum_{i=0}^{m} B'_i x_{t-i} + \epsilon_{1t} \tag{5}
\]

and

\[
x_t = \sum_{i=1}^{m} C'_i x_{t-i} + \epsilon_{2t} \tag{6}
\]

The simultaneity of the model is a consequence of \( A_0 \neq I_N \). The errors \( \epsilon_{1t} \) and \( \epsilon_{2t} \) are assumed to be jointly independent processes, which could be serially correlated but will be assumed here to be white noise, and intercept vectors are omitted for simplicity. Equation (6) shows that \( x_t \) is generated by an \( m \)th order VAR process, in which current values of \( x \) are functions of \( m \) past values of \( x \) only.

If, in the model (5), \( E(\epsilon_{1t}, x_{t-s}) = 0 \) for all \( s \), \( x_t \) is said to be strictly exogenous. Strict exogeneity is useful because no information is lost by limiting attention to distributions conditional on \( x_t \), which will usually result in considerable simplifications in statistical inference. A related concept is that of a variable being predetermined: a variable is
predetermined if all its current and past values are independent of the current error $e_{1t}$. If $x_t$ is strictly exogenous, then it will also be predetermined, while if $E(e_{1t}, y_{t-s}) = 0$, for $s > 0$, then $y_{t-s}$ will be predetermined as well.

In many cases, strictly exogenous variables will also be weakly exogenous in the dynamic structural equation models, although one important class of exceptions is provided by rational expectations variables, in which behavioural parameters are generally linked to the distributions of exogenous variables. Similarly, predetermined variables will usually be weakly exogenous, except again in the case where there are cross-restrictions between behavioural parameters and the parameters of the distribution of the predetermined variables.

Strict exogeneity can be tested in dynamic structural equation models by using the final form, in which each endogenous variable is expressed as an infinite distributed lag of the exogenous variables

$$y_t = \sum_{j=0}^{\infty} J_j x_{t-j} + e_t$$

where the $J_j$ matrices are functions of the $A_j$s and $B_j$s, and where $e_t$ is a stochastic process possessing a VAR representation and having the property that $E(e_t, x_{t-s}') = 0$ for all $s$.

Strict exogeneity is intimately related to Granger non-causality. Indeed, the two tests for strict exogeneity of $x_t$ can also be regarded as tests for $y_t$ not Granger-causing $x_t$. The two concepts are not equivalent, however. If $x_t$ is strictly exogenous in the model (5), then $y_t$ does not Granger-cause $x_t$, where $y_t$ is endogenous in that model. However, if $y_t$ does not Granger-cause $x_t$, then there exists a dynamic structural equation model with $y_t$ endogenous and $x_t$ strictly exogenous, in this sense that there will exist systems of equations formally similar to (5). This implies that tests for the absence of a causal
ordering can be used to refute the strict exogeneity specification in a given dynamic structural equation model, but such tests cannot be used to establish it.

Statistical inference may be carried out conditionally on a subset of variables that are not strictly exogenous: all that we require is that they be weakly exogenous. Thus, unidirectional Granger causality is neither necessary nor sufficient for inference to proceed conditional on a subset of variables.

TESTS OF EXOGENITY AND GRANGER CAUSALITY

To develop operational test of Granger causality and strict exogeneity, consider the $g = n + k$ dimensional vector $z_t = (y_t, x_t)$, which we assume has the following $m$th order VAR representation

$$z_t = \sum_{i=1}^{m} \pi_i z_{t-i} + v_t$$  \hspace{1cm} (7)

where

$$E(v_t) = E(v_t \mid Z_{t-1}^0) = 0,$$

$$E(v_t, v_s') = E\{E(v_t, v_s' \mid Z_{t-1}^0)\} = \begin{cases} \sum_{s} & t = s \\ 0 & t \neq s \end{cases}$$

and

$$Z_{t,1}^0 = (z_{t-1}, z_{t-2}, ..., z_1)$$

The VAR equation (7) can be partitioned as

$$y_t = \sum_{i=1}^{m} C_{2,i} x_{t-i} + \sum_{i=1}^{m} D_{2,i} y_{t-i} + v_t$$  \hspace{1cm} (8)
\[ x_t = \sum_{i=1}^{m} E_{2i} x_{t-i} + \sum_{j=1}^{m} F_{2j} y_{t-j} + v_{2t}, \]  
(9)

where \( v_t' = (v_1', v_2') \), and where \( \Sigma \) is correspondingly partitioned as

\[ \Sigma = \begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix}. \]

Here \( \Sigma_{ij} = E(v_i' v_j') \), \( i, j = 1, 2 \), so that, although the error vectors \( v_1', v_2' \) are each serially uncorrelated, they can be correlated with each other contemporaneously, although at no other lag. Given equations (8) and (9), \( y \) does not Granger-cause \( x \) if, and only if, \( F_{2i} \equiv 0 \), for all \( i \). An equivalent statement of this proposition is that \( |\Sigma_{22}| = |\Sigma_2| \), where

\[ \Sigma_2 = E(w_{21}, w_{22}) \] obtained from the restricted regression

\[ x_t = \sum_{i=1}^{m} E_{1i} x_{t-i} + w_{2t}. \]  
(10)

Similarly, \( x \) does not Granger-cause \( y \) if, and only if, \( C_{2i} \equiv 0 \) for all \( i \) or, equivalently, that \( |\Sigma_{11}| = |\Sigma_1| \), where \( \Sigma_1 = E(w_{12}, w_{12}) \) obtained from the regression

\[ y_t = \sum_{i=1}^{m} C_{1i} y_{t-i} + w_{1t}. \]  
(11)

If the system (8)-(9) is multiplied by the matrix

\[
\begin{bmatrix}
I_n & -\Sigma_{12} \Sigma_{22}^{-1} \\
-\Sigma_{22}^{-1} \Sigma_{12} & I_n
\end{bmatrix}
\]

then the first \( n \) equations of the new system can be written as

\[ y_t = \sum_{i=1}^{m} C_{3i} x_{t-i} + \sum_{j=1}^{m} D_{3j} y_{t-j} + \omega_{1t}. \]  
(12)
where the error $\omega_i = v_{1i} - \sum_{12} \sum_{22} v_{2i}$, since it is uncorrelated with $v_{2i}$, is also uncorrelated with $x_i$. Similarly, the last $k$ equations can be written as

$$x_i = m \sum_{i=1}^{m} E_{3i} x_{r-i} + m \sum_{i=1}^{m} F_{3i} y_{r-i} + \omega_{2i},$$

(13)

Denoting $\sum_{\omega} = E(\omega_i, \omega_{i}^{*}), i = 1, 2$, there is instantaneous causality between $y$ and $x$ if, and only if, $C_{30} \neq 0$ and $E_{30} \neq 0$ or, equivalently, $\sum_{11} > |\sum_{\omega1}|$ and $|\sum_{22}| > |\sum_{\omega2}|.$

Given this framework, a measure of linear feedback from $y$ to $x$ is defined as

$$F_{y\rightarrow x} = \ln \left( \frac{\sum_{11}}{\sum_{22}} \right)$$

so that the statement "$y$ does not cause $x$" is equivalent to $F_{y\rightarrow x} = 0.$ Symmetrically, $x$ does not cause $y$ if, and only if, the measure of linear feedback from $x$ to $y$,

$$F_{x\rightarrow y} = \ln \left( \frac{\sum_{11}}{\sum_{22}} \right)$$

is zero. The existence of instantaneous causality between $y$ and $x$ amounts to a non-zero measure of linear feedback

$$F_{x\rightarrow y} = \ln \left( \frac{\sum_{11}}{\sum_{\omega1}} \right) = \ln \left( \frac{\sum_{22}}{\sum_{\omega2}} \right).$$

A concept closely related to the idea of linear feedback is that of linear dependence, a measure which is given by

$$F_{x,y} = \ln \left( \frac{\sum_{11}}{\sum_{\omega1}} \right) = \ln \left( \frac{\sum_{22}}{\sum_{\omega2}} \right).$$
From these measures it is easily seen that
\[ F_{x,y} = F_{y\rightarrow x} + F_{x\rightarrow y} + F_{x,y}, \]
so that linear dependence can be composed additively into the three forms of feedback.

Absence of a particular causal ordering is then equivalent to one of these feedback measures being zero.

To obtain estimates of these measures, we shall suppose that each of the regressions (8) - (13) have been estimated by LS and the following matrices formed
\[
\Sigma_i = (T - m)^{-1} \sum_{t=m+1}^{T} \hat{w}_i \hat{w}_i',
\]
\[
\Sigma_{ii} = (T - m)^{-1} \sum_{t=m+1}^{T} \hat{v}_i \hat{v}_i',
\]
\[
\Sigma_{ww} = (T - m)^{-1} \sum_{t=m+1}^{T} \hat{w}_i \hat{w}_i',
\]
for \( i = 1, 2 \), where \( \hat{w}_i \) is the vector of LS residuals corresponding to the error vector \( w_i \), similarly for \( \hat{v}_i \) and \( \hat{w}_i \). From these estimates we can then compute the various feedback measures.

It then follows that the LR test statistic of the null hypothesis \( H_{01} : F_{y\rightarrow x} = 0 \) (\( y \) does not Granger-cause \( x \)) is
\[ LR: (T-m) F_{y\rightarrow x} \sim \chi^2_{nkm}. \]

Similarly, the null \( H_{02} : F_{x\rightarrow y} = 0 \) is tested by
\[ (T-m) \hat{F}_{x\rightarrow y} \sim \chi^2_{nkm}, \]
and \( H_{03} : F_{x,y} = 0 \) by
\((T-m) F_{x,y} \sim \chi^2_{nk}\).

Since these are tests of nested hypotheses, \(F_{y\rightarrow x}, F_{x\rightarrow y}\) and \(F_{x,y}\) are asymptotically independent. All three restrictions can be tested at once since \((T-m) F_{x,y} \sim \chi^2_{nk(2m+1)}\)
on on \(H_{04} : F_{x,y} = 0\).

The corresponding Wald and LM statistics testing, for example, \(H_{01} : F_{y\rightarrow x} = 0\) are \(W: (T-m) \left[ n r \left( \Sigma_{22}^{-1} \right) - n \right] \sim \chi^2_{nk}\)
\(LM: (T-m) \left[ n - tr(\Sigma_{22}^{-1}) \right] \sim \chi^2_{nk}\) respectively.

The 95 per cent confidence interval \(F_{y\rightarrow x}\), and is given by
\[ \left\{ \left( \frac{\hat{F}_{y\rightarrow x} - \frac{nk-1}{3(T-m)} \chi^2_{2m}}{\sqrt{T-m}} \right)^2 - \frac{2nk+1}{3(T-m)} \left[ \left( \frac{\hat{F}_{y\rightarrow x} - \frac{nk-1}{3(T-m)} \chi^2_{2m}}{\sqrt{T-m}} \right)^2 + \frac{1.96}{3(T-m)} \right] \right\} \]

Similarly, the tests statistics and confidence intervals can be constructed for the hypotheses \(F_{x\rightarrow y}\) and \(F_{x,y}\).

Results

Let us call the stock price index as \((PI)_i\). We study \(\ln(PI)_i\) and \(\Delta \ln(PI)_i\) among different values of \(i\). \(\Delta \ln(PI)_i\) measures rate of return. We run two sets of tests: (1) Granger causality between series and cointegration between series. Results of pairwise tests are reported here.
Cointegration Results

The following table shows results from bivariate cointegration. It shows that Germany is cointegrated with UK. Argentina is cointegrated with Canada. Curiously, Brazil is not cointegrated with any country. Canada is cointegrated with Argentina, Chile, Colombia, UK, Japan and Mexico. Chile is cointegrated with Canada, US and UK. Colombia is cointegrated with Canada only. Note that it makes no sense to talk about cointegration of differenced series because they do not have unit roots.

Table 2: Cointegration test results for 13 countries

<table>
<thead>
<tr>
<th></th>
<th>GER</th>
<th>ARG</th>
<th>BRA</th>
<th>CAN</th>
<th>CHI</th>
<th>COL</th>
<th>US</th>
<th>FRA</th>
<th>UK</th>
<th>ITA</th>
<th>JAP</th>
<th>MEX</th>
<th>VEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>30.488*</td>
<td>32.393*</td>
<td>20.546</td>
<td>16.577</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITA</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>18.386</td>
<td>11.294</td>
<td>9.760</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JAP</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>18.856</td>
<td>18.915</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEX</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td>12.931</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VEN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Significant at 5%

Granger causality

There is bidirectional causality in the log price series as well as in the rates of return series for the following countries: Germany and Argentina, Germany and France, Argentina and France, Canada and France, Canada and the UK, Italy and Mexico.

The following countries only have bidirectional causality in the log price series (and not in the rates of return series): Germany and Chile, Argentina and the UK, Chile and the UK, France and Japan.
On the other hand, the following countries show bidirectional causality only in the rate of return series: Argentina and Brazil, Brazil and Chile, Canada and Chile, US and France, France and Mexico.

Unidirectional causality is found in the following for both series (that is, for the price level and for the rate of return series): Germany is Granger causally prior to Italy (but not vice versa), Brazil is Granger causally prior to Germany, Canada is Granger causally prior to Germany, US is Granger causally prior to Germany, UK is Granger causally prior to Germany, Mexico is Granger causally prior to Germany, Argentina is Granger causally prior to Chile, Argentina is Granger causally prior to Italy, Argentina is Granger causally prior to Japan, Mexico is Granger causally prior to Argentina, Brazil is Granger causally prior to France, Brazil is Granger causally prior to UK, Brazil is Granger causally prior to Italy, Brazil is Granger causally prior to Japan, Canada is Granger causally prior to Brazil, Colombia is Granger causally prior to Brazil, Mexico is Granger causally prior to Brazil, Canada is Granger causally prior to Italy, Canada is Granger causally prior to Japan, US is Granger causally prior to Canada, Colombia is Granger causally prior to Chile, US is Granger causally prior to Chile, Italy is Granger causally prior to Chile, Japan is Granger causally prior to Chile, Mexico is Granger causally prior to Chile, Colombia is Granger causally prior to Venezuela, Italy is Granger causally prior to Colombia, Mexico is Granger causally prior to Colombia, US is Granger causally prior to UK, US is Granger causally prior to Italy, US is Granger causally prior to Japan, US is Granger causally prior to Venezuela, Japan is Granger causally prior to Italy, UK is Granger causally prior to Japan, Mexico is Granger causally prior to Japan.
The following countries have unidirectional causality only in levels of stock market indexes: Japan is Granger causally prior to Germany, Canada is Granger causally prior to Argentina, France is Granger causally prior to UK, France is Granger causally prior to Italy, Mexico is Granger causally prior to UK.

The relation Canada is Granger causally prior to Venezuela is present only for rate of return series. This analysis confirms that Mexico does have impact (for both series) for all countries except for US, Canada and Venezuela. On the other hand, Mexico is only affected broadly by France and Italy. The other important result is that the US market is not affected by any other country. On the other hand, the only countries that are not affected by the US are Argentina, Brazil, Colombia, Mexico and Venezuela. To put it differently, the only Latin American country affected by the US market is Chile.

This analysis is incomplete. The causality tests above only relate to bivariate relationships. We need to explore multivariate relationships to see what exactly is going on. For example, the fact that US does not affect Mexico does not necessarily mean that US and Canada together does not affect Mexico. Since our interest here lies in Latin America, we restrict our attention only to groups of countries affecting Latin American countries as a group or individual Latin American countries. The effects of other groups of countries affecting Latin America (as a whole) are shown in Table 3. All of them are significant. Therefore, we conclude that Latin American countries as group is influenced by all the developed countries.

Table 3: Multivariate Granger Causality: Blocks of countries affecting Latin America

<table>
<thead>
<tr>
<th>Ho: &quot;(Block)&quot; does not affect</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latin America</td>
<td>Log Price</td>
</tr>
<tr>
<td>Log Price</td>
<td></td>
</tr>
</tbody>
</table>
Given the conclusion that the Latin American countries as a group are affected by the developed world, the following question arises: What can we say about groups of countries affecting each country of Latin America singly? The results of this exercise are shown in Table 4. Since Colombia and Venezuela do not show any influence from the “outside”, we exclude them from this analysis.

Table 4: Blocks of Countries affecting specific Latin American Country

<table>
<thead>
<tr>
<th>Block affecting specific country</th>
<th>Log Price</th>
<th>ΔLog Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latin America</td>
<td>0.000 *</td>
<td>0.000 *</td>
</tr>
<tr>
<td>US-Canada</td>
<td>0.244</td>
<td>0.393</td>
</tr>
<tr>
<td>Europe</td>
<td>0.000 *</td>
<td>0.000 *</td>
</tr>
<tr>
<td>Europe - US-Canada</td>
<td>0.000 *</td>
<td>0.203</td>
</tr>
<tr>
<td>US-Canada-Japan</td>
<td>0.000 *</td>
<td>0.091</td>
</tr>
<tr>
<td>Europe-Japan</td>
<td>0.000 *</td>
<td>0.048 *</td>
</tr>
<tr>
<td>Europe-US-Can-Japan</td>
<td>0.000 *</td>
<td>0.087</td>
</tr>
<tr>
<td>Brazil</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latin America</td>
<td>0.002 *</td>
<td>0.001 *</td>
</tr>
<tr>
<td>US-Canada</td>
<td>0.105</td>
<td>0.290</td>
</tr>
<tr>
<td>Europe</td>
<td>0.020 *</td>
<td>0.004 *</td>
</tr>
<tr>
<td>Europe - US-Canada</td>
<td>0.000 *</td>
<td>0.001 *</td>
</tr>
<tr>
<td>US-Canada-Japan</td>
<td>0.000 *</td>
<td>0.060</td>
</tr>
<tr>
<td>Europe-Japan</td>
<td>0.000 *</td>
<td>0.007 *</td>
</tr>
<tr>
<td>Europe-US-Can-Japan</td>
<td>0.000 *</td>
<td>0.001 *</td>
</tr>
<tr>
<td>Chile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latin America</td>
<td>0.000 *</td>
<td>0.000 *</td>
</tr>
<tr>
<td>US-Canada</td>
<td>0.058</td>
<td>0.087</td>
</tr>
<tr>
<td>Europe</td>
<td>0.000 *</td>
<td>0.001 *</td>
</tr>
<tr>
<td>Europe - US-Canada</td>
<td>0.000 *</td>
<td>0.001 *</td>
</tr>
<tr>
<td>US-Canada-Japan</td>
<td>0.000 *</td>
<td>0.000 *</td>
</tr>
<tr>
<td>Europe-Japan</td>
<td>0.000 *</td>
<td>0.000 *</td>
</tr>
<tr>
<td>Europe-US-Can-Japan</td>
<td>0.000 *</td>
<td>0.000 *</td>
</tr>
<tr>
<td>Mexico</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latin America</td>
<td>0.019 *</td>
<td>0.101</td>
</tr>
<tr>
<td>US-Canada</td>
<td>0.160</td>
<td>0.373</td>
</tr>
<tr>
<td>Europe</td>
<td>0.013 *</td>
<td>0.012 *</td>
</tr>
<tr>
<td>Europe - US-Canada</td>
<td>0.000 *</td>
<td>0.088</td>
</tr>
<tr>
<td>US-Canada-Japan</td>
<td>0.000 *</td>
<td>0.378</td>
</tr>
</tbody>
</table>
From the table above, one pattern emerges very clearly: US and Canada do not have a cause and effect relationship with the Latin American market either from the stock price level or from the rate of return level. This conclusion flies in the face of common perceptions of many people.

Conclusions

There are very many surprises in the result. The causality typically does not flow the way we normally come to expect it to flow. We do not find US-Canada as a group have a large Granger causality effect on any of the Latin American countries including Mexico. The strong absence of the effects of the US and Canada is surprising in the light of NAFTA. We would have expected a large NAFTA effect as Mexico depends so much on the US in terms of its trade.

From the point of view of an investor in the US, this is good news. It tells the investor that despite NAFTA, there is a good deal to be gained by diversifying investment in Latin America in general and Mexico in particular. Among the Latin American countries, Venezuela seems to be a complete outlier. Neither it is affected by any country nor does it affect any other. This result is also surprising. Again, the benefits of diversification for the US investor are obvious. From similar studies of Asian countries, we know that there have been much more integration of the stock markets with US and Canada (with notable exception of India). Latin America surprisingly has not gone down that path till the end of 1998. Since then, presumably there has been much more integration between the economies of the United States and Canada with the rest of
Latin America (especially Mexico). Thus, one obvious extension of this study would be
include more recent data to see what has happened in the new century.

Results of Granger causality always have to be interpreted carefully. Even though
we have used the phrase “is Granger causally prior to” rather liberally, the Granger test
does not resolve the question of whether this form of “causality” should be used to
interpret common cause and effect in terms of logic.
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